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1
MEDIA CONTENT STREAMING USING
STREAM MESSAGE FRAGMENTS

RELATED APPLICATIONS

This Application claims priority under 35 U.S.C. Section
120 as a continuation of U.S. patent application Ser. No.
13/789,413, filed Mar. 7, 2013 which is a continuation of U.S.
patent application Ser. No. 12/542,552, filed Aug. 17, 2009,
now U.S. Pat. No. 8,412,841 issued Apr. 2, 2013, and titled
“Media Content Streaming Using Stream Message Frag-
ments”, the entire disclosure of which is hereby incorporated
by reference in its entirety.

BACKGROUND

This specification relates to streaming media content.

A networked server can stream media content to one or
more computers connected to a communication network.
Various examples of media content include video, audio, text,
and combinations thereof. A computer can request and
receive a media content. A computer can render media con-
tent to an output device such as a video display, speaker, or a
printer.

Processing devices such as a computer or a server can use
one or more protocols to exchange media content. For
example, some processing devices can use a protocol such as
the Real-Time Messaging Protocol (RTMP) of Adobe Sys-
tems Incorporated of San Jose, Calif. to send media content
over a network such as one based on an Internet Protocol (IP).
RTMP can provide multiplexing and packetizing services for
a higher-level multimedia stream protocol. RTMP messages
can include a timestamp and payload type identification
information. Protocols such as RTMP can use a reliable trans-
port protocol such as Transmission Control Protocol (TCP) to
provide guaranteed timestamp-ordered end-to-end delivery
of messages, across one or more streams.

Some processing devices can use a Web protocol such as a
Hypertext Transfer Protocol (HTTP) to request and receive
information such as a document or at least a portion of a
document. Some HTTP requests can identify a specific docu-
ment. Processing devices can transact HI'TP data over TCP/
P

This specification describes technologies relating to Web
based media content streaming.

In one aspect, methods for media content streaming can
include transacting access information associated with a
media stream and transacting one or more fragments associ-
ated with the media stream to facilitate a delivery of media
content associated with the media stream. Access information
can include fragment sequencing information to facilitate
individual retrieval of fragments associated with the media
stream using a uniform resource identifier via a processing
device configured to cache content. A fragment can include
one or more stream messages. A stream message can include
a message header and a corresponding media data sample.
The message header can include a message stream identifier,
a message type identifier, a timestamp, and a message length
value. Other implementations can include corresponding sys-
tems, apparatus, and computer programs, configured to per-
form the actions of the methods, encoded on computer stor-
age devices.

These and other implementations can include one or more
of the following features. Transacting one or more of the
fragments associated with the media stream can include send-
ing the one or more of the fragments to the processing device.
A processing device can be configured to cache fragments
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associated with the media stream and to deliver cached frag-
ments to a remote device using a Hypertext Transfer Protocol
(HTTP). Access information can include identities of mul-
tiple servers, including the processing device, configured to
cache one or more fragments associated with the media
stream. These and other implementations can include causing
the remote device to request different fragments from differ-
ent ones of the servers, and to assemble requested fragments
to play at least a portion of the media stream.

These and other implementations can include producing
one or more additional fragments based on an incremental
media data addition to the media stream, providing updated
access information to a remote device to reflect the one or
more additional fragments, and causing the processing device
to cache the one or more additional fragments. Fragment
sequencing information can include one or more fragment
time durations and a number of fragments associated with
each fragment time duration. Fragment sequencing informa-
tion can be arranged to indicate a fragment play order. A
message header can be formatted in accordance with a Real-
Time Messaging Protocol (RTMP).

These and other implementations can include comprising
causing a remote device to process media data based on the
information contained in at least one message header. One or
more of the fragments can include a RTMP message associ-
ated with audio data interleaved with a RTMP message asso-
ciated with video data. Access information can include a
segment run table to identify runs of segments and a fragment
run table to identify runs of fragments. The fragment run
tables can include the fragment sequencing information.

In another aspect, methods for media content streaming
can include causing a server cluster to store media content.
The media content can include fragments associated with a
media stream. A fragment can include stream messages,
where separate ones of the stream message can include a
message header and a corresponding media data sample. A
message header can include a message stream identifier, a
message type identifier, a timestamp, and a message length
value. These methods can include receiving a request associ-
ated with the media stream from a remote device using a Web
protocol. These methods can include sending access informa-
tion associated with the media stream to the remote device
using a Web protocol. The access information can include
fragment sequencing information to facilitate individual frag-
ment retrieval by the remote device. These methods can
include causing the server cluster to process a fragment
request from a remote device that identifies one or more of
fragments associated with a media stream, and to send the one
ormore identified fragments to the remote device using a Web
protocol. Other implementations can include corresponding
systems, apparatus, and computer programs, configured to
perform the actions of the methods, encoded on computer
storage devices.

Particular embodiments of the subject matter described in
this specification can be implemented so as to realize one or
more of the following advantages. Media content streaming
throughput can be increased. HTTP can be used to stream
media content, and HTTP network infrastructure and HTTP
client software can be leveraged. Moreover, enhanced media
viewing capabilities such as quick start, low latency, and
faster seeking capabilities can be provided to remote devices.

The details of one or more embodiments of the subject
matter described in this specification are set forth in the
accompanying drawings and the description below. Other
features, aspects, and advantages of the subject matter will
become apparent from the description, the drawings, and the
claims.



US 9,071,667 B2

3

FIG. 1 shows an example of a communication network
connected with processing devices.

FIG. 2 shows an example of interactions between a Web
server, Web cache, and a device.

FIG. 3 shows another example of interactions between a
Web server, Web cache, and a device.

FIG. 4 shows an example of a media content distribution
process.

FIG. 5 shows an example of a process to request and obtain
media content.

FIG. 6 shows a media document example that includes
message headers and corresponding sample payloads.

FIG. 7 shows an example of a message header in a hint
sample.

FIG. 8 shows an example of a server interacting with a
device.

FIG. 9 shows another example of a media content distri-
bution process.

Like reference numbers and designations in the various
drawings indicate like elements.

FIG. 1 shows an example of a communication network
connected with processing devices. Processing devices such
as network endpoints 105, 110, 120, 125, 130, 135 can con-
nect to a communication network 115 such as the Internet or
aLocal Area Network (LAN). Various examples of endpoints
include processing devices such as a mobile phone, personal
computer 105, 110 or a computer such as a server 120, 125,
130, 135. An endpoint can include one or more processors
that can be programmed or configured to perform one or more
operations mentioned in the present disclosure. In some
implementations, a processor can include multiple processors
or processor cores. A network endpoint can be identified as a
client, a server, or both, but in any case, a network endpoint
necessarily includes some hardware since it includes a physi-
cal device.

Endpoints 105, 110, 120, 125, 130, 135 can access elec-
tronic documents such as media documents. An electronic
document (which for brevity will simply be referred to as a
document) does not necessarily correspond to a file. A docu-
ment may be stored in a portion of a file that holds other
documents, in a single file dedicated to the document in
question, or in multiple coordinated files. The document need
not be a text file or a document in the sense of a word proces-
sor. The document can include audio, video, images, and data
content. In other examples, the document can be any audio,
video, image, or data file. Also the document can be streaming
versions of the aforementioned document types.

In some implementations, a first server 120 is configured to
handle initial media content requests from a computer 105,
110. In some implementations, a second server 125 is con-
figured to stream media content. For example, a computer
105, 110 can communicate with the first server 120 to retrieve
access information regarding a media stream. The access
information can include contact information for the second
server 125. The computer 105, 110 can use the access infor-
mation to communicate with the second server 125, including
requesting media fragments of the media stream.

Server clusters 130, 135 can be configured as Web caches,
e.g., HTTP based caches configured to store Web content. A
server cluster 130, 135 can communicate with different end-
points connected to the network 115. In some implementa-
tions, a server cluster 130, 135 can include one or more
servers in a rack-mount configuration. In some implementa-
tions, a server cluster can include multiple servers located in
respective different physical locations with separate physical
connections to the network 115. In some implementations, a
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content distribution network (CDN) can include one or more
server clusters 130, 135, which can be configured as a Web
cache.

Endpoints 105, 110, 120, 125, 130, 135 can establish con-
nections with other endpoints 105, 110, 120, 125. For
example, servers 120, 125, 130, 135 can establish connec-
tions with other servers 120, 125, 130, 135 or with computers
105, 110. Likewise, computers 105, 110 can establish con-
nections with other computers 105, 110 or with servers 120,
125. In some implementations, TCP/IP can be used to trans-
port data between network endpoints 105, 110,120, 125, 130,
135. In some implementations, network endpoints 105, 110,
120, 125 can communicate with each other using a protocol
stack such as RTMP over TCP/IP. For example, a computer
105 can receive a media stream from a server 120 using
RTMP. In another example, a computer 110 can request and
receive different portions of a media stream from a server 125,
135 using HTTP.

A server can process a Web based request from a client
device that requests media content. In some implementations,
a server cluster containing multiple servers can process
requests from client devices in a distributed fashion. A server
can stream media content over a network such as the Internet
to a client device. In some implementations, streaming media
content can include accessing a segment of media content
such as a movie segment and sending at least a portion of the
segment to the client device in response to a HTTP request.
The segment can include one or more media data samples
such as audio samples, video samples, and other data samples
such as text and graphics. A server can access a document
such as one based at least in part on a MPEG4 format to obtain
media data samples.

In some implementations, a server can fragment a MPEG4
formatted document, such as a movie, into multiple frag-
ments in accordance with the MPEG4 specification. In some
implementations, a server can store multiple versions of
documents associated with a movie, with each version having
a different bit rate.

Some document formats such as ones based on a MPEG4
format can support inclusion of hint information to stream or
render media content. Hint information can include hint
media data and can include a hint metadata track. Hint media
data can include one or more hint samples. A hint sample can
include a network protocol header. In some implementations,
a hint sample can include a network protocol header and one
or more of an audio sample, video sample, or another type of
sample such as text. In some implementations, a hint sample
can include a network protocol header and a pointer to a
sample in a different media data area in lieu of containing the
sample itself.

Servers can use hint information to process media content.
In some implementations, a server can use hint media data to
stream media content. A hint metadata track can contain
pointers to locations of hint samples in a hint media data area
of' a document. In some implementations, a server can use
information in a hint metadata track and corresponding hint
media data container to stream media content.

In some implementations, servers can use hint information
to stream media content to a client device using RTMP over
TCP/IP. The client device can process the RTMP messages
and render media content. In some implementations, servers
can use hint information to generate one or more documents
containing media content that are individually addressable by
a HTTP request. A client device can receive a media stream
over HTTP by requesting to receive one or more documents
or portions thereof that are associated with the media stream.
Such documents can include RTMP message headers and
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corresponding media data samples arranged for playback.
The client device can receive such a document over a HI'TP
connection instead of a RTMP connection and can render the
media data samples based on their corresponding RTMP mes-
sage headers. In some implementations, a client device can be
configured to process RTMP message headers and corre-
sponding media data samples from multiple stacks such as
RTMP over TCP/IP or HTTP over TCP/IP.

FIG. 2 shows an example of interactions between a Web
server, Web cache, and a device. A device 205 such as a
computer, laptop, mobile phone, can interact with a Web
server 215 to request media content. A Web server 215 can
provide information to the device 205. The device 205 can
request one or more portions of the media content. In some
implementations, the device 205 can request a fragment such
as a movie fragment associated with the media content. In
some implementations, the device 205 can request a segment
associated with the media content. In some implementations,
a segment can include one or more fragments. In some imple-
mentations, the device 205 can request one or more fragments
associated with the media content. A fragment can include
one or more frames associated with the movie. In some imple-
mentations, the device 205 can request a range of frames
associated with the media content.

In some implementations, the Web server 215 can direct
the device 205 to a server such as a server configured to cache
content, e.g., Web cache node 210, to retrieve at least some of
the media content. In some implementations, a networked
server associated with the Domain Name System (DNS) of
the Internet can automatically redirect the device 205 to a
Web cache node 210 situated in proximity to the device 205
based on network topology.

FIG. 3 shows another example of interactions between a
Web server, Web cache, and a device. A Web server 315 can
push media content to a Web cache node 310 configured to
store media content for future access. In some implementa-
tions, a Web cache 310 can intercept a request from a device
305 for specific media content, which can cause the Web
cache node 310 to pull information from the Web server 315
to service the request. The Web cache node 310 can pull
information from the Web server 315 based on one or more
factors. For example, the Web cache node 310 can experience
an initial cache miss where the Web cache 310 does not yet
have the media content associated with the request. In some
implementations, the Web cache node 310 can forward a
request to the Web Server 315 to receive content to cure a
cache miss. In another example, stored information in the
Web cache node 310 can require one or more refreshes. For
example, stored media content in the Web cache node 310 can
be time sensitive and can require periodic updates such as
additions to the content, e.g., storing media associated with a
live event. In some implementations, a Web server 315 can
send media content to multiple Web cache nodes 310, 312. A
device 305 can receive different portions of a media stream
from one or more Web cache nodes 310, 312.

FIG. 4 shows an example of a media content distribution
process. A distribution process can include storing media
content associated with a media stream (405). The server
cluster can include one or more servers in one or more physi-
cal locations. In some implementations, a server can upload
media content to a server cluster that includes one or more
servers such as a Web Cache node. In some implementations,
a server can send media content to a server cluster that has
forwarded to the server a media content request from a remote
device.

Media content can include fragments associated with a
media stream. A fragment can include stream messages. A
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stream message can include a message header and a corre-
sponding media data sample, such as an audio sample, video
sample, or text sample. A message header can include a
message stream identifier, a message type identifier, a times-
tamp, and a message length value.

The distribution process can include receiving a request
associated with a media stream from a remote device using a
Web protocol (410). In some implementations, a Web proto-
col can include HTTP. In some implementations, a Web pro-
tocol can include HTTP with one or more security features
such as Hypertext Transfer Protocol Secure (HTTPS). In
some implementations, a server can cause a processing
device such as a Web cache to handle receiving a HTTP based
request associated with a media stream.

The distribution process can include sending access infor-
mation associated with the media stream to the remote device
using the Web protocol (415). Access information can include
fragment sequencing information to facilitate individual frag-
ment retrieval by a remote device. In some implementations,
a Web server can cause a server cluster to act on its behalf. For
example, a server cluster such as one or more Web caches
configured to store media content associated with a media
stream can receive a request associated with the Web server
and can send associated access information to the remote
device.

A server can send access information to a remote device
based on a request for content such as a movie. Access infor-
mation can include one or more network addresses of respec-
tive sources for one or more documents associated with the
requested content and can include fragment sequencing infor-
mation such as bootstrapping information to assist fragment
retrieval. In some implementations, media content can be
associated with multiple media assets, the access information
can include respective fragment sequencing information and
can include an edit list.

Bootstrapping information can include fragment run infor-
mation. For each continuous run of one or more fragments
with the same duration, a particular run information entry can
include a value denoting the number of fragments associated
with a run and a fragment duration. Run information entries
can be listed in a data structure in an order of play.

In some implementations, media content can include mul-
tiple separate runs of fragments with the same or different
fragment durations. In a three run example, run information
can include a first fragment duration and a count of fragments
associated with the first run, a second fragment duration and
a count of fragments associated with the second run, and a
third fragment duration and a count of fragments associated
with the third run. In some cases, the first and third fragment
runs can have the same fragment duration, whereas the sec-
ond fragment run can be of a different fragment duration.

A device can use access information such as bootstrapping
information to seek. In some implementations, a technique
for seeking can include converting between a media content
time offset and a corresponding fragment index based on
access information. The seeking technique can include
requesting a fragment based on the conversion.

The distribution process can include processing a fragment
request from the remote device that identifies one or more of
the fragments associated with the media stream (420). In
some implementations, a fragment request can include a frag-
ment index to request a specific fragment in the media stream.
In some implementations, a fragment request can include a
segment index and a fragment offset pairing in lieu of a
fragment index. A fragment offset in such a fragment request
can refer to a specific fragment within the segment identified
by a corresponding segment index.
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The distribution process can include sending the one or
more identified fragments to the remote device using the Web
protocol (425). In some implementations, different portions
of'a distribution process can take place at one or more servers.
For example, a server can send media content to one or more
servers which are configured to handle requests for specifics
fragments.

In some implementations, access information can include
one or more of: movie identifier, live broadcast indicator,
media time information, version indicator, server network
address, digital rights management information, a segment
run table, and a fragment run table. Segment and fragment run
tables can provide information to access media content such
as a movie partitioned into multiple segments.

A fragment run table can describe fragments associated
with media content. In some implementations, a fragment run
table entry can include a first fragment index and a fragment
duration for one or more fragments associated with the table
entry. For example, a first fragment index can indicate an
index value associated with the first fragment of a continuous
run of one or more fragments that have the same duration. In
some implementations, a fragment run table entry can include
a value denoting the number of fragments associated with a
run and a fragment duration.

A segment run table can describe segments associated with
media content. In some implementations, a segment run table
entry can include a first segment index and a count of one or
more fragments associated with the table entry. For example,
a first segment index can indicate an index value associated
with the first segment of a continuous run of one or more
segments with similar characteristics, e.g., a run of segments
having the same count of fragments. In some implementa-
tions, a segment run table entry can include a value denoting
the number of segment associated with a run and a fragment
count.

A device can access media content such as a movie content
or a live media stream using one or more HTTP requests to
one or more servers. A device can receive data over one or
more HTTP connections. The received data can include
access information, and headers and corresponding sample
payloads such as audio and video data associated with the
requested media content. In some implementations, a device
can receive access information that includes identities of one
or more Web caches. In some implementations, a device can
request multiple fragments from different Web caches in a
concurrent fashion. The device can assemble the fragments to
render at least a portion of the media stream.

FIG. 5 shows an example of a process to request and obtain
media content. A device can request and receive access infor-
mation associated with specific media content such as a
movie or a live media stream (505). Access information can
include contact information for a server storing the media
content associated with the request. Access information can
include a fragment run table. In some implementations,
access information can include a fragment run table and a
segment run table.

The device can obtain a time index associated with the
media content (510). In some implementations, the device
can display a media playback control user interface region.
The region can include a movable positioning bar to display a
playback status. A user can move the positioning bar to select
an earlier or future time index for media playback. In some
implementations, the device can determine a time index
based on a position of the positioning bar relative to the user
interface region.

The device can determine a fragment index based on the
access information and the time index (515). Determining a
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fragment index can include computing a fragment index
based on a fragment run table and the time index.

In some implementations, media content can be stored in
different segments, e.g., a segment document that contain
fragments. The device can convert a fragment index into a
segment index and fragment offset pairing to access a specific
segment document and fragment therein. The device can
determine a segment index and fragment offset based on the
access information and the fragment index (520). Determin-
ing a segment index can include computing a segment index
based on a segment run table and the fragment index. Deter-
mining a fragment offset can include computing an offset of
a fragment in a segment corresponding to the segment index,
with the fragment corresponding to the fragment index.

The device can request a specific fragment by the segment
index and fragment offset (525). In some implementations,
the device can request a specific fragment identified by a
fragment index. The device can display one or more frames
associated with the time index and future time indices (530).
For example, the device can start playback of a media stream
at the time index. In some implementations, media playback
can include determining additional fragments to request. In
some implementations, media playback can include deter-
mining additional segments to request.

Some requests can include a web address that contains a
resource identifier. For example, a request can include a Uni-
form Resource Identifier (URI). In some implementations, a
URI can identify a document that contains a segment. In some
implementations, a URI based request can include a Uniform
Resource Locator (URL) to identify a fragment of a specific
segment. For example, an endpoint can use a URL such as
“http://<server>/<content_identifier>/seg2 7#ragd” to
request the 4th fragment of the 27 segment associated with
the media content identified by <content_identifier>. In
another example, an endpoint can use a URL such as “http://
<server>/<content_identifier>/s11-f5” to request the 5th
fragment of the 11th segment associated with the media con-
tent identified by <content_identifier>. In another example,
an endpoint can use a URL such as “http:/<server>/
seg23?fragment=5" to request the 5th fragment of the 23rd
segment where the server is configured to associate incoming
requests with a media content stream that has been pre-ar-
ranged such as a live media stream. In yet another example, an
endpoint can use a URL such as “http://<server>/frag-
ment270” to request a fragment index of 270.

A server can convert a document without hint information
to a document that includes hint information. A server can use
a format such as one described herein to generate a document
with hint information. In some implementations, a server can
replace media data in a document with hint information. For
example, a server can use a non-duplication mode to strip out
media data such as video media data and audio media data and
replace them with hint media data that contains their respec-
tive media sample data. In some cases, the server can modify
one or more additional portions of the original document to
reflect this change. In some other cases, the server can remove
the metadata tracks to generate a document containing solely
message headers and corresponding sample payloads. In
some implementations, a standalone software routine can add
hint information to a document, which can be placed on one
or more servers for distribution.

In some implementations, a hint sample can include a
RTMP message header. A corresponding R TMP hint meta-
data track can include a pointer to a hint sample, containing a
RTMP message header, in RTMP hint media data. Hint media
data can include hint samples associated with different media
data sample types. In some implementations, a document can
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include a container of multiplexed hint media data including
RTMP message headers and corresponding payload informa-
tion. Payload information can include a payload prepared for
transmission or a pointer to obtain data to construct a payload
portion of a message. For example, hint media data in a
document can include multiplexed audio and video informa-
tion associated with a movie. RTMP packet information in a
hint media data container can be arranged by timestamp.

FIG. 6 shows a media document example that includes
message headers and corresponding sample payloads. A
document can include a media segment, which can include
hint media data 615. Hint media data 615 can include multiple
hint samples 620, 625. A first hint sample 620 can include a
header such as a RTMP message header 630 and a corre-
sponding payload including an audio sample 632. A second
hint sample 625 can include a message header such as a
RTMP message header 635 and a corresponding payload
including a video sample 637. In some implementations, a
document can include one or more containers of media data
that include duplicative samples corresponding to samples in
the hint media data 615.

In some implementations, a document can include a movie
box 640 to describe the contents of hint media data 615. The
movie box 640 can include metadata tracks such as an audio
track 645, a video track 650, and a RTMP hint track 655.
Movie box 640 is not limited to describing movie data, but
can describe other content. Metadata tracks 645, 650, 655 can
correspond to one or more media types such as video, audio,
text, or hint. In some implementations, various metadata
tracks 645, 650, 655 can include pointers to locations of
samples of media data in the document. In some implemen-
tations, a movie box 640 can include information about ran-
dom access samples in one or more media data container.

The RTMP hint track 655 can include pointers to locations
of'associated hint samples 620, 625 in hint media data 615. In
some implementations, hint media data 615 can interleave
hint samples 620, 625 associated with different media types.
For example, a hint sample associated with video can be
followed by a hint sample associated with audio.

The audio track 645 can include one or more pointers 647
to respective sample locations within a media data container.
For example, the audio track 645 can include a pointer 647 to
a location of an audio sample 632 situated in a hint sample
620. The video track 650 can include one or more pointers
652 to respective sample locations within a media data con-
tainer. For example, the video track 650 can include a pointer
652 to a location of a video sample 637 situated in a hint
sample 625.

In some implementations, a document can include pointers
synchronized for playback. In some implementations, point-
ers can be synchronized to an event or a specific time duration
in media playback or streaming. For example, pointers 647,
652 in the audio and video tracks 645, 650 can be synchro-
nized to an event. Multiple hint pointers 657, 659 in the hint
track 655 can be synchronized to the same event based on
their corresponding samples 632, 637 being related to the
event.

FIG. 7 shows an example of a message header in a hint
sample. A hint sample can include a message header such as
a RTMP message header and a corresponding payload. A
RTMP message header can include a message stream identi-
fier 710, a message type identifier 715, a timestamp 720, and
a message length value 725. In some implementations, a
corresponding payload including data can follow a RTMP
message header in a hint sample.

FIG. 8 shows an example of a server interacting with a
device. A server 800 can send data via a connection 808 to a
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networked endpoint 802 such as a laptop or a mobile device.
The server 800 and endpoint 802 can use HTTP over the
connection 808 to transact requests and media content. In
some implementations, the endpoint 802 can use multiple
connections with one or more servers to access and receive
media information.

The server 800 can access a document 804, that includes
hint media data, via a data interface 806 such as a memory
bus, network interface, or a disk drive interface. Hint media
data can include multiple hint samples 810, 812, 814, 816
with various types of sample payloads, e.g., video, audio, text.
In some implementations, hint samples 810, 812, 814, 816 are
properly formatted RTMP messages. In some implementa-
tions, the server 800 can access the document 804 stored on a
disk drive and can store the document 804 in memory such as
arandom access memory for future access. Hint samples 810,
812, 814, 816 in the document 804 can be arranged in an order
sequence appropriate for playback, such as a timestamp
order. Further, hint samples 810, 812, 814, 816 in the docu-
ment 804 can be partitioned 820 into multiple fragments. In
some implementations, different fragments can be stored
separately.

Hint samples with different sample payload types can be
multiplexed into a single container of hint media data, which
can increase server throughput. In some implementations, a
single hint segment can interleave different media types. For
example, a hint data container can include hint sample pay-
loads that respectively alternate between two or more media
types. In some cases, a hint data container can include mul-
tiple video payloads followed by an audio payload.

The endpoint 802 can send requests 830, 835 for specific
fragments of one or more media content segments. In some
implementations, an endpoint 802 can request an entire media
content segment. The server 800 can send fragments 840, 845
to the endpoint 802 based on the endpoint’s requests. Frag-
ments 840, 845 can include one or more of hint samples 810,
812, 814, 816. The endpoint 802 can render media content in
an order based on RTMP timestamps in respective RTMP
messages, e.g., hint samples 810, 812, 814, 816, received in
one or more fragments 840, 845. In some implementations,
the server 800 can perform one or more byte swap operations
to prepare data packets containing fragments 840, 845 for
transmission over a network. The endpoint 802 can receive
fragments 840, 845 and can render media content based on
the received fragments 840, 845.

FIG. 9 shows another example of a media content distri-
bution process. A distribution process can include transacting
access information associated with a media stream (905).
Access information can include fragment sequencing infor-
mation to facilitate individual retrieval of fragments associ-
ated with the media stream using a uniform resource identifier
via a processing device configured to cache content. The
distribution process can include transacting one or more of
the fragments associated with the media stream to facilitate a
delivery of media content (910). In some implementations,
transacting information can include sending data to one or
more processing devices such as a server. In some implemen-
tations, transacting information can include receiving data
from one or more processing devices. In some implementa-
tions, transacting information can include receiving data and
sending data.

A network endpoint can run one or more applications that
include support for RTMP such as ADOBE® FLASH®
Player and/or ADOBE® AIR® software, available from
Adobe Systems Incorporated, of San Jose, Calif. For
example, some servers can use RTMP to stream ADOBE®
FLASH® content. In some implementations, a server such as
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an one configured as an ADOBE® FLASH® Media Interac-
tive Server (FMS) can stream media content to an endpoint
running ADOBE® FLASH® Player. A FMS can access a
media information such as a FLASH® Video (e.g., F4V)
document to obtain media content. A F4V based document
can include media content and can be in accordance with an
International Organization for Standardization (ISO) Base
Media File Format. In some implementations, a FMS can use
RTMP to stream media content to a ADOBE® FLASH®
Player. In some implementations, a server such as a FMS
configured to use HTTP can stream media content to a player
using HTTP over TCP/IP.

In some implementations, a server can use MPEG4 movie
fragments, RTMP based hint information, and access infor-
mation such as a bootstrapping to provide streaming media
access and connect to a client device using a Web protocol
such as HT'TP. A HTTP media stream can include a stream of
fragments and can multiplex data such as audio and video. A
fragment can include ADOBE® FLASH® content and can
include media data samples of different media types and
message headers multiplexed in time order in one or more
RTMP streams. In some implementations, a server can insert
advertisements into a media stream. Web caches such as a
HTTP based Web cache can store HI'TP communications
from a server for faster access.

A server can receive additional data associated with a
media stream, such as receiving additional frames in a live
video broadcast. For example, the server can produce one or
more additional fragments based on an incremental media
data addition to the media content. The server can provide
updated access information to a remote device to reflect the
one or more additional fragments. In some implementations,
the server can upload the additional fragments to a HTTP
based Web cache.

In some implementations, a server can access protected
media content in a document. In some implementations, a
server can protect media content before distribution to clients.
Insome implementations, a server can use one or more digital
rights management (DRM) techniques to control access
privileges associated with media content. In some implemen-
tations, a server can encrypt media content and control dis-
tribution of associated key material to decrypt said media
content. In some implementations, a server can use an
ADOBE® DRM system, available from Adobe Systems
Incorporated of San Jose, Calif.

In some implementations, a hint sample can include mul-
tiple media data samples. In some implementations, multiple
hint samples can include the same media data sample. In
some implementations, a container of hint media data can
include hint samples with pointers to media data samples and
can include hint samples with embedded media data samples.
In some implementations, hint samples can be transmitted to
a client, which can use the hint samples to render media
content. In some implementations, a server can transmit hint
samples to an intermediate endpoint which can use the hint
samples to deliver media content to a client. An intermediate
endpoint can use different communication techniques such as
different network protocols for sending and receiving hint
information. In some implementations, a server can add hint
samples to a document and can cache hint samples for future
use. In some implementations, segment and fragment run
tables can be used with a multiplexed media format such as
MPEG-2 Transport Stream (MPEG-2 TS). In some imple-
mentations, segment and fragment run tables can be used with
a media format that provides for fragments with mixed
samples and for fragments with or without hint information.
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Embodiments of the subject matter and the operations
described in this specification can be implemented in digital
electronic circuitry, or in computer software, firmware, or
hardware, including the structures disclosed in this specifica-
tion and their structural equivalents, or in combinations of one
or more of them. Embodiments of the subject matter
described in this specification can be implemented as one or
more computer programs, i.., one or more modules of com-
puter program instructions, encoded on computer storage
medium for execution by, or to control the operation of, data
processing apparatus. Alternatively or in addition, the pro-
gram instructions can be encoded on an artificially-generated
propagated signal, e.g., a machine-generated electrical, opti-
cal, or electromagnetic signal, that is generated to encode
information for transmission to suitable receiver apparatus
for execution by a data processing apparatus. A computer
storage medium can be, or be included in, a computer-read-
able storage device, a computer-readable storage substrate, a
random or serial access memory array or device, or a combi-
nation of one or more of them. Moreover, while a computer
storage medium is not a propagated signal, a computer stor-
age medium can be a source or destination of computer pro-
gram instructions encoded in an artificially-generated propa-
gated signal. The computer storage medium can also be, or be
included in, one or more separate physical components or
media (e.g., multiple CDs, disks, or other storage devices).

The operations described in this specification can be imple-
mented as operations performed by a data processing appa-
ratus on data stored on one or more computer-readable stor-
age devices or received from other sources.

The term “data processing apparatus” encompasses all
kinds of apparatus, devices, and machines for processing
data, including by way of example a programmable proces-
sor, a computer, a system on a chip, or multiple ones, or
combinations, of the foregoing. The apparatus can include
special purpose logic circuitry, e.g., an FPGA (field program-
mable gate array) or an ASIC (application-specific integrated
circuit). The apparatus can also include, in addition to hard-
ware, code that creates an execution environment for the
computer program in question, e.g., code that constitutes
processor firmware, a protocol stack, a database management
system, an operating system, a cross-platform runtime envi-
ronment, a virtual machine, or a combination of one or more
of them. The apparatus and execution environment can real-
ize various different computing model infrastructures, such
as web services, distributed computing and grid computing
infrastructures.

A computer program (also known as a program, software,
software application, script, or code) can be written in any
form of programming language, including compiled or inter-
preted languages, declarative or procedural languages, and it
can be deployed in any form, including as a stand-alone
program or as a module, component, subroutine, object, or
other unit suitable for use in a computing environment. A
computer program may, but need not, correspond to a filein a
file system. A program can be stored in a portion of a file that
holds other programs or data (e.g., one or more scripts stored
in a markup language document), in a single file dedicated to
the program in question, or in multiple coordinated files (e.g.,
files that store one or more modules, sub-programs, or por-
tions of code). A computer program can be deployed to be
executed on one computer or on multiple computers that are
located at one site or distributed across multiple sites and
interconnected by a communication network.

The processes and logic flows described in this specifica-
tion can be performed by one or more programmable proces-
sors executing one or more computer programs to perform
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actions by operating on input data and generating output. The
processes and logic flows can also be performed by, and
apparatus can also be implemented as, special purpose logic
circuitry, e.g.,an FPGA (field programmable gate array) or an
ASIC (application-specific integrated circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive instructions and data from a read-only memory or a
random access memory or both. The essential elements of a
computer are a processor for performing actions in accor-
dance with instructions and one or more memory devices for
storing instructions and data. Generally, a computer will also
include, or be operatively coupled to receive data from or
transfer data to, or both, one or more mass storage devices for
storing data, e.g., magnetic, magneto-optical disks, or optical
disks. However, a computer need not have such devices.
Moreover, a computer can be embedded in another device,
e.g., a mobile telephone, a personal digital assistant (PDA), a
mobile audio or video player, a game console, a Global Posi-
tioning System (GPS) receiver, or a portable storage device
(e.g., auniversal serial bus (USB) flash drive), to name just a
few. Devices suitable for storing computer program instruc-
tions and data include all forms of non-volatile memory,
media and memory devices, including by way of example
semiconductor memory devices, e.g., EPROM, EEPROM,
and flash memory devices; magnetic disks, e.g., internal hard
disks or removable disks; magneto-optical disks; and CD-
ROM and DVD-ROM disks. The processor and the memory
can be supplemented by, or incorporated in, special purpose
logic circuitry.

To provide for interaction with a user, embodiments of the
subject matter described in this specification can be imple-
mented on a computer having a display device, e.g., a CRT
(cathode ray tube) or LCD (liquid crystal display) monitor,
for displaying information to the user and a keyboard and a
pointing device, e.g., amouse or a trackball, by which the user
can provide input to the computer. Other kinds of devices can
be used to provide for interaction with a user as well; for
example, feedback provided to the user can be any form of
sensory feedback, e.g., visual feedback, auditory feedback, or
tactile feedback; and input from the user can be received in
any form, including acoustic, speech, or tactile input. In addi-
tion, a computer can interact with a user by sending docu-
ments to and receiving documents from a device that is used
by the user; for example, by sending web pages to a web
browser on a user’s client device in response to requests
received from the web browser.

Embodiments of the subject matter described in this speci-
fication can be implemented in a computing system that
includes a back-end component, e.g., as a data server, or that
includes a middleware component, e.g., an application server,
or that includes a front-end component, e.g., a client com-
puter having a graphical user interface or a Web browser
through which a user can interact with an implementation of
the subject matter described in this specification, or any com-
bination of one or more such back-end, middleware, or front-
end components. The components of the system can be inter-
connected by any form or medium of digital data
communication, e.g., a communication network. Examples
of communication networks include a local area network
(“LAN”) and a wide area network (“WAN), an inter-network
(e.g., the Internet), and peer-to-peer networks (e.g., ad hoc
peer-to-peer networks).

The computing system can include clients and servers. A
client and server are generally remote from each other and
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typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other. In some embodi-
ments, a server transmits data (e.g., an HTML page) to a client
device (e.g., for purposes of displaying data to and receiving
user input from a user interacting with the client device). Data
generated at the client device (e.g., a result of the user inter-
action) can be received from the client device at the server.

While this specification contains many specific implemen-
tation details, these should not be construed as limitations on
the scope of any inventions or of what may be claimed, but
rather as descriptions of features specific to particular
embodiments of particular inventions. Certain features that
are described in this specification in the context of separate
embodiments can also be implemented in combination in a
single embodiment. Conversely, various features that are
described in the context of a single embodiment can also be
implemented in multiple embodiments separately or in any
suitable subcombination. Moreover, although features may
bedescribed above as acting in certain combinations and even
initially claimed as such, one or more features from a claimed
combination can in some cases be excised from the combi-
nation, and the claimed combination may be directed to a
subcombination or variation of a subcombination.

Similarly, while operations are depicted in the drawings in
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or in sequential order, or that all illustrated operations
be performed, to achieve desirable results. In certain circum-
stances, multitasking and parallel processing may be advan-
tageous. Moreover, the separation of various system compo-
nents in the embodiments described above should not be
understood as requiring such separation in all embodiments,
and it should be understood that the described program com-
ponents and systems can generally be integrated together in a
single software product or packaged into multiple software
products.

Thus, particular embodiments of the subject matter have
been described. Other embodiments are within the scope of
the following claims. In some cases, the actions recited in the
claims can be performed in a different order and still achieve
desirable results. In addition, the processes depicted in the
accompanying figures do not necessarily require the particu-
lar order shown, or sequential order, to achieve desirable
results. In certain implementations, multitasking and parallel
processing may be advantageous.

What is claimed is:
1. A method comprising:
forming a request to access a media stream at a client
device;
responsive to communicating the request to access the
media stream, receiving media stream access informa-
tion via a network, the access information comprising:
fragment sequencing information to facilitate individual
retrieval of one or more fragments associated with the
media stream and indicate a fragment play order;
identities of one or more servers configured to cache the
one or more fragments associated with the media
stream;
encoding information for the media stream; and
bootstrapping information comprising fragment dura-
tion information for each of the one or more frag-
ments associated with the media stream;
creating, from the access information, a fragment template
for the media stream having entries for each of the one or
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more fragments associated with the media stream, each
entry indicating a playback order, a duration, and a loca-
tion of a fragment;

retrieving the one or more fragments associated with the
media stream based on the fragment template; and

consuming the retrieved fragments by the client device.

2. A method as described in claim 1, wherein each fragment
comprises one or more stream messages, each of the one or
more stream messages including a media data sample and a
message header that includes a message stream identifier, a
timestamp, and a message length value.

3. A method as described in claim 1, wherein the fragments
are retrieved using a Hypertext Transfer Protocol (HTTP) and
each of the fragments comprise one or more Real-Time Mes-
saging Protocol (RTMP) messages associated with audio data
interleaved with one or more RTMP messages associated
with video data.

4. A method as described in claim 1, wherein the location of
each fragment in the fragment template is indicated by a
uniform resource identifier that identifies the location of a
respective media cache node on which the fragment is stored.
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5. A method as described in claim 1, further comprising:

creating, from the access information, an initialization

fragment comprising bootstrapping information for
fragment retrieval and describing encoding information
for the one or more fragments associated with the media
stream; and

consuming the initialization fragment at the client device

prior to retrieving the one or more fragments associated
with the media stream.

6. A method as described in claim 1, further comprising
receiving updated access information that reflects one or
more additional fragments that were generated based on an
incremental media data addition to the media stream.

7. A method as described in claim 6, further comprising
updating the fragment template for the media stream to
include the one or more additional fragments that were gen-
erated on the incremental media data addition to the media
stream.

8. A method as described in claim 1, further comprising
terminating consuming the retrieved fragments by the client
device responsive to receiving updated access information
indicating termination of the media stream.

#* #* #* #* #*



